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Knowledge Graph 

•  Organize knowledge as a graph 
– node: entity 
– edge: relation 

•  Relation Facts 
–  represent as triples (head, relation, tail) 



Typical Knowledge Graph 



Outline 
•  Knowledge Representation 

•  Knowledge Acquisition 



Knowledge Representation 

•  Traditional Knowledge Representation 
– Symbol-based Triples (such as RDF format) 
– Cannot capture the semantic relatedness between 

entities 
•  Solution: distributed knowledge representation 



TransE 
•  Regard Relations as Translations between 

Entities 

•  Objective: h + r = t 



Entity Prediction 

? WALL-E _has_genre 



Entity Prediction 

WALL-E _has_genre Animation 
Computer animation 
Comedy film 
Adventure film 
Science Fiction 
Fantasy 
Stop motion 
Satire 
Drama 
Connecting 



Performance of Different Models 

Freebase15K 



Example of TransE 

Entity Tsinghua_University A.C._Milan 
1 University_of_Victoria Inter_Milan 
2 St._Stephen's_College,_Delhi Celtic_F.C. 
3 University_of_Ottawa FC_Barcelona 
4 University_of_British_Columbia Genoa_C.F.C. 
5 Peking_University Udinese_Calcio 
6 Utrecht_University Real_Madrid_C.F. 
7 Dalhousie_University FC_Bayern_Munich 
8 Brasenose_College,_Oxford Bolton_Wanderers_F.C. 
9 Cardiff_University Borussia_Dortmund 

10 Memorial_University_of_Newfoundland Hertha_BSC_Berlin 



Example of TransE 
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Head China Barack_Obama 
Relation /location/location/adjoin /education/education/institution 

1 Japan Harvard_College 

2 Taiwan Massachusetts_Institute_of_Technolo
gy 

3 Israel American_University 
4 South_Korea University_of_Michigan 
5 Argentina Columbia_University 
6 France Princeton_University 
7 Philippines Emory_University 
8 Hungary Vanderbilt_University 
9 North_Korea University_of_Notre_Dame 

10 Hong_Kong Texas_A&M_University 



Remaining Challenges 
•  Complex Relation Learning 

•  Relational Path Modeling 



Complex Relation Learning 
•  1-to-n, n-to-1 and n-to-n relations 

–  (USA, _president, Obama) 
–  (USA, _president, Bush) 



Complex Relation Learning 
•  Build relation-specific entity embeddings 

TransH TransR 

Wang, et. al. (2014). Knowledge graph embedding by translating on hyperplanes. AAAI. 
Lin, et. al.(2015). Learning entity and relation embeddings for knowledge graph completion. AAAI. 
 



Entity Prediction 
•  Result of TransR 



Example of TransR 

Head Entity Titanic 
Relation /film/film/genre 
Model TransE TransH TransR 

1 War_film Drama Costume_drama 
2 Period_piece Romance_Film Drama 
3 Drama Costume_drama Romance_Film 
4 History Film_adaptation Period_piece 
5 Biography Period_piece Epic_film 
6 Film_adaptation Adventure_Film Adventure_Film 
7 Adventure_Film LGBT LGBT 
8 Action_Film Existentialism Film_adaptation 
9 Political_drama Epic_film Existentialism 

10 Costume_drama War_film War_film 



TransD 
•  Projection matrices related not only to relation 

but also head/tail entities 
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KG2E 
•  Consider the (un)certainties of entities and relations  
•  Models relations/entities with Gaussian Distribution.  

Bill Clinton

Hillary Clinton

spouse

USA
Nationality

Arkansas

Born on

He,et al. (2015) Learning to Represent Knowledge Graphs with Gaussian Embedding. CIKM 



NTN 
•  NTN models KG with a Neural Tensor Network 

and represents entities via word vectors. 

th

word space entity space

r

Score

Neural 
Tensor

Network

Socher, et al. (2013) Reasoning with neural tensor networks for knowledge base completion. NIPS. 



Other Models 
•  TranSparse uses sparse projection matrices to 

deal with the issue of entities and relations are 
heterogeneous and unbanlanced  

•  Holographic Embeddings (Hole) uses the 
circular correlation to combine the expressive power 
of the tensor product with the efficiency and simplicity 
of TransE. 

•  Complex Embeddings  employs eigenvalue 
decomposition model which makes use of complex 
valued embeddings. 

Ji, et al. (2016) Knowledge Graph Completion with Adaptive Sparse Transfer Matrix. AAAI. 
Nichkel, et al. (2015) Holographic Embeddings of Knowledge Graphs. Arxiv. 
Trouillon, et al. (2016) Complex embeddings for simple link prediction. Arxir. 



Remaining Challenges 
•  Complex Relation Learning 

•  Relational Path Modeling 



Utilize Relational Path 



Utilize Relational Path 
•  Path Ranking Algorithm 

Lao, et al. (2011). Random walk inference and learning in a large scale knowledge base. EMNLP. 



PTransE Path-based TransE 

Lin, et al. (2015). Modeling Relation Paths for Representation Learning of Knowledge Bases. EMNLP. 



PTransE: Path-based TransE 

25 



Entity Prediction 

+35% 



Relation Prediction 

+10% 

27 



Example of PTransE 

Head Entity Barack_Obama 
Relation /education/education/institution 
Model TransE PTransE 

1 Harvard_College Columbia_University 

2 Massachusetts_Institute_of_Technolo
gy Occidental_College 

3 American_University Punahou_School 
4 University_of_Michigan University_of_Chicago 
5 Columbia_University Stanford_University 
6 Princeton_University Princeton_University 

7 Emory_University University_of_Pennsylvani
a 

8 Vanderbilt_University University_of_Virginia 
9 University_of_Notre_Dame University_of_Michigan 

10 Texas_A&M_University Yale_University 



Example of PTransE 

Head Entity Stanford_University 
Relation /education/educational_institution/students_graduates 
Model TransE PTransE 

1 Steven_Spielberg Raymond_Burr 
2 Ron_Howard Ted_Danson 
3 Stan_Lee Delmer_Daves 
4 Barack_Obama D.W._Moffett 
5 Milton_Friedman Gale_Anne_Hurd 
6 Walter_F._Parkes Jack_Palance 
7 Michael_Cimino Kal_Penn 
8 Gale_Anne_Hurd Kurtwood_Smith 
9 Bryan_Singer Alexander_Payne 

10 Aaron_Sorkin Richard_D._Zanuck 



Other Challenges 
•  Utilize Multi-source Information 

– Textual Information 
– Visual Information 
– Type Information 

•  Consider Logic Rules 
–  Implication 
–  Inference 



Outline 
•  Knowledge Representation 

•  Knowledge Acquisition 



Relation Extraction 
•  Extract Relational Facts from plain texts 

Bill	Gates	 Microso.	

was	the	co-founder	and	CEO	of	Bill	Gates	 Microso.	

Founder 



Remaining Challenge 
•  Lack of Labeling Data 

•  Utilize Multi-lingual Data 



Distant Supervised Relation Extraction 
•  Wrong Label Issue 

Bill	Gates	 Microso.	

was	the	co-founder	and	CEO	of	Bill	Gates	 Microso.	

Bill	Gates	 announced	to	re9re	from		 Microso.	

Bill	Gates	 and	Paul	Allen	co-founded	the	IT	giant	 Microso.	

Founder 



Sentence Encoder 



Sentence-Level Selective Attention 

each word is to head or tail entities. It is defined
as the combination of the relative distances from
the current word to head or tail entities. For ex-
ample, in the sentence “Bill Gates is the founder
of Microsoft.”, the relative distance from the word
“founder” to head entity Bill Gates is 3 and tail
entity Microsoft is 2.

In the example shown in Fig. 2, it is assumed
that the dimension da of the word embedding is 3
and the dimension db of the position embedding is
1. Finally, we concatenate the word embeddings
and position embeddings of all words and denote
it as a vector sequence w = {w1,w2, · · · ,wm},
where wi ∈ Rd(d = da + db × 2).

3.1.2 Convolution, Max-pooling and
Non-linear Layers

In relation extraction, the main challenges are
that the length of the sentences is variable and the
important information can appear in any area of
the sentences. Hence, we should utilize all lo-
cal features and perform relation prediction glob-
ally. Here, we use a convolutional layer to merge
all these features. The convolutional layer first
extracts local features with a sliding window of
length l over the sentence. In the example shown
in Fig. 2, we assume that the length of the sliding
window l is 3. Then, it combines all local features
via a max-pooling operation to obtain a fixed-sized
vector for the input sentence.

Here, convolution is defined as an operation be-
tween a vector sequence w and a convolution ma-
trix W ∈ Rdc×(l×d), where dc is the sentence em-
bedding size. Let us define the vector qi ∈ Rl×d

as the concatenation of a sequence of w word em-
beddings within the i-th window:

qi = wi−l+1:i (1 ≤ i ≤ m+ l − 1). (1)

Since the window may be outside of the sen-
tence boundaries when it slides near the boundary,
we set special padding tokens for the sentence. It
means that we regard all out-of-range input vec-
tors wi(i < 1 or i > m) as zero vector.

Hence, the i-th filter of convolutional layer is
computed as:

pi = [Wq+ b]i (2)

where b is bias vector. And the i-th element of the
vector x ∈ Rdc as follows:

[x]i = max(pi), (3)

Further, PCNN (Zeng et al., 2015), which is a
variation of CNN, adopts piecewise max pooling
in relation extraction. Each convolutional filter pi

is divided into three segments (pi1,pi2,pi3) by
head and tail entities. And the max pooling pro-
cedure is performed in three segments separately,
which is defined as:

[x]ij = max(pij), (4)

And [x]i is set as the concatenation of [x]ij .
Finally, we apply a non-linear function at the

output, such as the hyperbolic tangent.

3.2 Selective Attention over Instances
Suppose there is a set S contains n sen-

tences for entity pair (head, tail), i.e., S =
{x1, x2, · · · , xn}.

To exploit the information of all sentences, our
model represents the set S with a real-valued vec-
tor s when predicting relation r. It is straightfor-
ward that the representation of the set S depends
on all sentences’ representations x1,x2, · · · ,xn.
Each sentence representation xi contains informa-
tion about whether entity pair (head, tail) con-
tains relation r for input sentence xi.

The set vector s is, then, computed as a
weighted sum of these sentence vector xi:

s =
∑

i

αixi, (5)

where αi is the weight of each sentence vector xi.
In this paper, we define αi in two ways:

Average: We assume that all sentences in the
set X have the same contribution to the represen-
tation of the set. It means the embedding of the set
S is the average of all the sentence vectors:

s =
∑

i

1

n
xi, (6)

It’s a naive baseline of our selective attention.
Selective Attention: However, the wrong la-

belling problem inevitably occurs. Thus, if we
regard each sentence equally, the wrong labelling
sentences will bring in massive of noise during
training and testing. Hence, we use a selec-
tive attention to de-emphasize the noisy sentence.
Hence, αi is further defined as:

αi =
exp(ei)∑
k exp(ek)

, (7)

where ei is referred as a query-based function
which scores how well the input sentence xi and
the predict relation r matches. We select the bilin-
ear form which achieves best performance in dif-
ferent alternatives:

ei = xiAr, (8)

where A is a weighted diagonal matrix, and r is
the query vector associated with relation r which
indicates the representation of relation r.

Finally, we define the conditional probability
p(r|S, θ) through a softmax layer as follows:

p(r|S, θ) = exp(or)∑nr
k=1 exp(ok)

, (9)

where nr is the total number of relations and o is
the final output of the neural network which cor-
responds to the scores associated to all relation
types, which is defined as follows:

o = Ms+ d, (10)

where d ∈ Rnr is a bias vector and M is the rep-
resentation matrix of relations.

(Zeng et al., 2015) follows the assumption that
at least one mention of the entity pair will reflect
their relation, and only uses the sentence with the
highest probability in each set for training. Hence,
the method which they adopted for multi-instance
learning can be regarded as a special case as our
selective attention when the weight of the sentence
with the highest probability is set to 1 and others
to 0.

3.3 Optimization and Implementation Details
Here we introduce the learning and optimiza-

tion details of our model. We define the objective
function using cross-entropy at the set level as fol-
lows:

J(θ) =
s∑

i=1

log p(ri|Si, θ), (11)

where s indicates the number of sentence sets and
θ indicates all parameters of our model. To solve
the optimization problem, we adopt stochastic gra-
dient descent (SGD) to minimize the objective
function. For learning, we iterate by randomly
selecting a mini-batch from the training set until
converge.

In the implementation, we employ dropout (Sri-
vastava et al., 2014) on the output layer to pre-
vent overfitting. The dropout layer is defined as

an element-wise multiplication with a a vector h
of Bernoulli random variables with probability p.
Then equation (10) is rewritten as:

o = M(s ◦ h) + d. (12)

In the test phase, the learnt set representations
are scaled by p, i.e., ŝi = psi. And the scaled set
vector r̂i is finally used to predict relations.

4 Experiments

Our experiments are intended to demonstrate
that our neural models with sentence-level selec-
tive attention can alleviate the wrong labelling
problem and take full advantage of informative
sentences for distant supervised relation extrac-
tion. To this end, we first introduce the dataset and
evaluation metrics used in the experiments. Next,
we use cross-validation to determine the parame-
ters of our model. And then we evaluate the ef-
fects of our selective attention and show its per-
formance on the data with different set size. Fi-
nally, we compare the performance of our method
to several state-of-the-art feature-based methods.

4.1 Dataset and Evaluation Metrics
We evaluate our model on a widely used

dataset1 which is developed by (Riedel et al.,
2010) and has also been used by (Hoffmann et
al., 2011; Surdeanu et al., 2012). This dataset was
generated by aligning Freebase relations with the
New York Times corpus (NYT). Entity mentions
are found using the Stanford named entity tagger
(Finkel et al., 2005), and are further matched to the
names of Freebase entities. The Freebase relations
are divided into two parts, one for training and one
for testing. It aligns the the sentences from the
corpus of the years 2005-2006 and regards them
as training instances. And the testing instances
are the aligned sentences from 2007. There are
53 possible relationships including a special rela-
tion NA which indicates there is no relation be-
tween head and tail entities. The training data con-
tains 522,611 sentences, 281,270 entity pairs and
18,252 relational facts. The testing set contains
172,448 sentences, 96,678 entity pairs and 1,950
relational facts.

Similar to previous work (Mintz et al., 2009),
we evaluate our model in the held-out evaluation.
It evaluates our model by comparing the relation

1http://iesl.cs.umass.edu/riedel/ecml/

Lin, et al. (2016). Neural Relation Extraction with Selective Attention over Instances. ACL. 



Effect of Selective Attention 



Effect of Selective Attention 

Zeng, et al. (2015). Distant Supervision for Relation Extraction via Piecewise Convolutional Neural 
Networks. EMNLP. 



Effect of Sentence Number 
•  Setting 

– One 
– Two 
– All 

Setting One Two All 
P@N(%) 100 200 300 Ave 100 200 300 Ave 100 200 300 Ave 

CNN+One 68.0 60.7 53.8 60.9 70.0 62.7 55.8 62.9 67.0 64.7 58.1 63.4 
         +Two 75.0 67.2 58.8 67.1 69.0 63.2 60.5 64.0 64.0 60.2 60.1 60.4 
       +All 76.0 65.2 60.8 67.4 76.0 65.7 62.1 68.0 76.0 68.6 59.8 68.2 

PCNN+One 73.0 64.8 56.8 65.0 70.0 67.2 63.1 66.9 72.0 69.7 64.1 68.7 
          +Two 71.0 63.7 57.8 64.3 73.0 65.2 62.1 66.9 73.0 66.7 62.8 67.6 
        +All 73.0 69.2 60.8 67.8 77.0 71.6 66.1 71.6 76.0 73.1 67.4 72.2 



Case Study 

Relation employer_of 

Bad 
 When Howard Stern was preparing to take his talk show to  Sirius 
Satellite Radio, following his former boss, Mel Karmazin, Mr. 
Hollander argued that ... 

Good Mel Karmazin, the chief executive of Sirius Satellite Radio, made 
a lot of phone calls ... 

Relation  place_of_birth 

Bad Ernst Haefliger, a Swiss tenor who ... roles , died on Saturday in 
Davos, Switzerland, where he maintained a second home 

Good Ernst Haefliger was born in Davos on July 6, 1919, and studied at 
the Wettinger Seminary ... 



Remaining Challenge 
•  Lack of Labeling Data 

•  Utilize Multi-lingual Data 



Multi-lingual Relation Extraction 
•  Only consider mono-lingual data à People 

speaking different languages also share 
similar knowledge  

New York 
is a city of 

USA 

纽约是美
国的一座
城市 

Lin, et al. (2017). Neural Relation Extraction with Multi-lingual Attention. ACL. 



Utilize Multi-lingual Data 
•  Mono-lingual RE for each languages 

•  Multi-lingual RE ✔	

Which one 
is better? 



Consistency 
•  Half of Chinese and English sentences are longer 

than 20 words 

•  Relation: City of 
– New York is a city in the northeastern United States. 
– 

.  
–  . 

•  Advantage: patterns expressing relations consist 
among languages 



Complementarity 
•   Unique relational facts 

– 42.2% in English data  
– 41.6% in Chinese data 

•  The number of sentences expressing 
relational facts varies a lot in half of relations 

•  Advantage: texts in different languages can be  
complementary to each other 



Methodology 
•  Sentence Encoder 

•  Multi-lingual Attention 

•  Relation extractor 



Multi-lingual Attention 
•  Mono-lingual Attention 
•  Cross-lingual Attention 



Multi-lingual Attention 
•  Mono-lingual Attention 
•  Cross-lingual Attention 



Relation Extractor 
•  Mono-lingual 

•  Global relation matrix 
 

		Si
j 	d

			p(r |Si
j ,θ )= 	M



Relation Extractor 
•  Multi-lingual 

 
•  Language specific relation matrix 

		Si
j

	d

			p(r |Si
j ,θ )=

		R i	M



Dataset 
•  Align between Wikidata and NYT 

DataSet #Rel #Sent #Fact 

English 
Train 

176 

1,022,23
9 

47,638 

Valid 80,191 2,192 
Test 162,018 4,326 

Chinese 
Train 

176 
940,595 42,526 

Valid 82,699 2,192 
Test 167,224 4,326 



Effectiveness of Consistency  



Effectiveness of Consistency  

CNN
+Zh 

CNN
+En 

MNR
E Sentence 

--- Medium Low 
 Barzun is a commune in the Pyrénées-Atlantiques 
department in    the Nouvelle-Aquitaine region of 
south-western France. 

--- Medium High Barzun was born in Créteil , France 

Medium --- Low 
作为从法国移民到美国来的顶尖知识分⼦，巴尔
赞与莱昂内尔·特⾥林、德怀特·麦克唐纳等⼈⼀
道，在冷战时期积极参与美国的公共知识⽣活… 

Medium --- High 巴尔赞于1907年出生于法国⼀个知识分⼦家庭，
1920年赴美。 



Effectiveness of Complementarity  



Effectiveness of Complementarity  

Relation \#Sent-
En 

\#Sent-
Zh 

CNN-
En 

CNN-
Zh 

MNRE-
En 

MNRE-
Zh 

Contains 993 6,984 17.95 69.87 73.72 75.00 
HeadquartersLocat

ion 1,949 210 43.04 0 41.77 50.63 

Father 1,833 983 64.71 77.12 86.27 83.01 
CountryOfCitizensh

ip 25,322 15,805 95.22 93.23 98.41 98.21 



Comparison of Relation Matrix  



Other Challenges 
•  One(Zero)-shot Relation Extraction 

•  Open Information Extraction 

•  Utilize Document Information 



Open Source Tool 
•  Knowledge Representation 

– https://github.com/thunlp/KB2E 
– https://github.com/thunlp/Fast-TransX 
– https://github.com/thunlp/TensorFlow-TransX 

•  Knowledge Acquisition 
– https://github.com/thunlp/NRE 
– https://github.com/thunlp/TensorFlow-NRE 
– https://github.com/thunlp/MNRE 



Q&A 

Thanks 


